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I. INTRODUCTION

In relation to the Hasanuddin University’s New Engineer®d@gmpus Development Project (JICA Loan
No. IP-541), a research fellowship program has been offéoenhterested faculty members, arranged
in a 6 (six) month visit to a university in Japan. This progr&rintended to enhance the concept of
Laboratory-Based Education (LBE) that is planned to be impleied at the new campus. This paper is
to describe my plan to participate in the program tentatigtarting in May 2012.

Il. BACKGROUND

| was the chairman of the department in 2003 when | receivededifack from my former student
who worked at an oil refinery plant. He told me that the contydtems he dealt with in his daily work
were very different from the control systems he learnedrduhis study in the Department of Electrical
Engineering at our university. It was really a surprise fog because to the best of my knowledge at
that time, our curriculum was designed to conform with thennational standard, and the syllabii for all
Control Systems courses were derived from standard textbfmvkElectrical Engineering. After a quick
investigation, | realized that our former students who vearkt physical plants of manufacturing companies
were positioned more or less as process control engineghgrrthan as electrical or electronic engineers.
In fact, until now, our university - which is the largest ar toldest university in the eastern region of
Indonesia - has no Department of Chemical Engineering noae@ent of Engineering Physics that would
have graduated process control engineers. Neverthelessutrounding industrial world in the eastern
region of Indonesia, where our university is located, hasitpmed our electrical engineering graduates
at the process control engineers’ positions. Realizing fiégs, | took an initiative to accommodate the
subject of Process Control Systems and Technology in outri€lecEngineering curriculum, and became
one of the features of our study program, both in our unddrgate as well as our graduate programs.

A couple of years ago | started to supervise a Ph.D. candidat®nduct a research project on the
development of the miniature of a process control plant &idsnaterials [1]. The project was completed
in 2010 and the mini-plant is now installed at our laborat(ege Figure 1). Several undergraduate final
projects and Masters’ thesis were produced based on thx Phoject. | strongly believe that the field of
research in the process control technology will open a wiglgodtunity for our department in its future
new engineering campus.

In 2004 our laboratory proposed to develop a large Processr@orraining System consisting of
several mini-plants originally created by Syntek Group,racpss control specialist from Malaysia. The
main goal of the development was to build an industrial trejrcenter on campus. We were very certain
that such an industrial training center would open the gatbéd collaboration between the academic world
and the real industrial world. A set of boiler drum for tengttere control is currently in the procurement
process, funded by a central government’s agency: the iiiro$ Energy and Mineral Resources. Another
set of air pressure and temperature control will be purahdéiseough the Hasanuddin University’s New
Engineering Campus Development Project (JICA Loan No. IP-BEckage 2. In the future, when our
department moves to the new campus approximately in 201814, Dur laboratory will not only be able
to support the academic program of our department - the laatwyrbased Education (LBE) program -
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Fig. 1. Simulation Results

TABLE |

SIMULATION PARAMETERS
\VoIP Codec G.711
WLAN Standard IEEE802.11g
Supported Data Ratg 6 9 12 18 24 36 48 54Mbps
Fading Model Nakagami Ricean K = 4.84
SIFS 16us
Slot Time Aus
CWmin, CWmax 15, 1023

but more than that, it will take its role as the important pafran industrial training center serving the
industrial community in the surrounding area, the eastegion of Indonesia.

[1l. HO DECISIONMETRICS

We discuss HO decision metrics that can precisely indicateless network condition. Many HO
technologies employ Received Signal Strength (RSS) on PHaf lag an HO decision metric. However,
according to our practical experimen®,[RSS is very difficult for an MN to properly detect deteriooat
in communication quality because RSS fluctuates abruptlytoluistance and interfering objects. It also
cannot detect the degradation due to radio interferena¢hémunore, in P], we showed that the information
of the MAC layer, frame retry, has a potential to serve as aifsagnt metric. In this section, we describe
two HO metrics employed in our new proposed method.

A. Frame Retries

In the IEEE802.11 standard, a sender confirms a succesafdnission by receiving an ACK frame
in response to the transmitted data frame. When a data or AQKefria lost, the sender retransmits
the same data frame until achieving a successful transimissi reaching a predetermined retry limit. If
Request-to-Send/Clear-to-Sent (RTS/CTS) is applied, a hetiy of four is applied, otherwise, a retry
limit of seven is applied. When frame retries reach the rdtnjt] the sender treats the data frame as a
lost packet. That is, we can detect the occurrence of paokstih advance by utilizing frame retries.
Moreover, unlike the RSS, frame retries can promptly andalbgli detect the wireless link degradation
due to not only reduction of RSS but also radio interferenad @oilisions [?]. Therefore, frame retries
allows an MN to detect wireless link condition properly.

In [?], we employed data frame retry as an HO decision metric in WEAMth a fixed transmission
rate (11 Mb/s). However, in a real environment, almost all VINsAemploy a multi-rate function which
can change the transmission rate according to wirelesscbnklition. If the transmission rate is dropped
through the multi-rate function, more robust modulatiopetyis used and thus data frame retries are
decreased. Thus, an MN cannot properly detect the degoadatiwireless link quality only from data
frame retries in multi-rate WLANs. We then consider RTS fraasean alternative metric of data frame
retries. As RTS frame is always transmitted at the lowest (@tMb/s), an MN can appropriately detect
the change of wireless link quality. To show the effectivenene investigate the behavior of RTS retry
ratio when an MN moves away from an AP through a simulatioregrpents.

Fig. ??a and Table?? show a simulation model and parameters, respectively. N@ewe employ
MOS [?] to assess the WoIP quality where MGS.6 indicates an adequate VoIP call quality. We also
employ RTS retry ratio instead of the number of RTS retridge RTS retry ratio is calculated as follow:
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Fig. 2. Relationship between RTS Retry and MOS over Distances
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Fig. 3. Relationship among # of MNs, AP queue length and MOS

Number of RTS Frame Retries (1)
Total Transmitted Frames

Note that the number of RTS frame retries and the total tritesinframes are sampled every 100 ms.

Fig. ?? shows a relationship between the MOS and RTS retry ratio ametibn of distance between
the AP and the MN. We can see that the MOS is degraded with timease in the RTS retry ratio when
the MN moves away from the AP. Since the RTS retry ratio is tdrally varied due to the fluctuation
of wireless link quality, we employ a least-squares metlmdrasp their trend and estimate the best fit
of the occurrences of RTS retry ratio over the distance shasva straight line. The straight line shows
that an RTS retry ratio of 0.6 indicates the starting poinvofP quality degradation. Therefore, we set
the RTS retry ratio of 0.6 as one of the thresholds to exetigeHO in this study.

B. AP Queue Length

With the increase of WoIP calls in a WLAN, packets queued in & Bffer are increased as well.
When AP queue length increases, each of the packets queussl APtbuffer experiences a large queuing
delay or packet loss due to buffer overflow. Consequentlygtieiing delay and the packet loss severely
affect VoIP quality of MNs.

Unfortunately, the IEEE802.11 (a/b/g/n) standard doespnotide a mechanism to inform MNs of AP
gueue length. Therefore, to maintain VoIP quality, an MNdset® detect the congestion of the AP from
an MN side. We then investigate the relationship betweemtmeber of MNs (VoIP calls) and AP queue
length through simulation experiments using Qualnet 4.@]1Fig. ??b and Table?? show a simulation
model and parameters, respectively. In the simulationat@nMNs are randomly located in a WLAN.
Fig. ?? shows the relationship among the number of MNs, AP queuehermmnd MOS. From Fig??,
we can see that VoIP quality of MNs (MN MOS value) degrade hie increase of AP queue length.
On the other hand, at the CN side (CN MOS value), VoIP qualityeist kn adequate quality even if the
number of VoIP calls increases. That is, a bottleneck of Afvgsly affects only flows from AP to MNSs.

From Fig.??, we found the significance of the AP queue length. However, ban MNs detect AP
gueue length without modifying an AP? Therefore, we propmseethod to estimate AP queue length
based on RTT between MN and AP. As illustrated in F2§, MN periodically sends a probe packet
(ICMP message) to an AP and then calculates RTT between the idNhe AP. The RTT increases in
response to the increase of AP queuing delay because a msiense packet to MN experiences queuing
delay in the AP buffer. Therefore, the RTT can be used to dernformation about AP queuing delay.
We then investigate the relationship between AP queueheaigll the RTT between MN and AP through
simulation experiment using the simulation model in F28b. From Fig.??, we can see that the RTT
increases with the increase of AP queue length. The graphsal®vs that the RTT should be kept under
200 ms to satisfy adequate VoIP quality. Therefore, in owppsed method, we employ RTT between
MN and AP to estimate AP queue length and set the RTT threqild™_thr) of 200 ms to maintain
the adequate VoIP quality.

RTS Retry Ratio =
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Fig. 4. AP Queuing Delay and RTT between AP and MN
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Fig. 5. Relationship among AP queue length, RTT, and MOS

IV. PROPOSEDHO STRATEGY

As described in Sec. Ill, we employ both RTS frame retry ratial AP queue length as HO decision
metrics. To adapt to multi-rate and congested WLANSs, we th@pgse an HO strategy method based
on reference]. In [?], an MN has two WLAN interfaces (IFs), and an HO Manager (HMplemented
on transport layer controls HO based on HO decision metrics.

A. Sngle-Path and Multi-Path Transmission

Our proposed HO method employs multi-homing similar % [The HM properly switches between
single-path and multi-path transmission modes in respoassireless network condition. Single-path
transmission mode means that an MN communicates with a CIg osily one IF. Multi-path transmission,
on the other hand, means that an MN sends duplicated paok&&SN through two IFs to support soft-HO.

Fig. ?? shows an algorithm of switching to single/multi-path traission when an MN is located in
an overlap area of two APs. An MN associated with two APs (ARd AP2) transmits a probe packet
at every 500 ms intervals to estimate AP queue length of edehlfAboth RTT values between MN
and AP1/AP2 are below an RTT thresholBT(T_thr: 200 ms), an MN detects that both APs are not
congested. Then, the MN investigates RTS frame retry rdtithed current active IF since it also affects
wireless link condition. If the RTS frame retry ratio reastzeretry ratio threshold of single-patR (Sthr:
0.6), the HM switches to multi-path mode to investigate beiteless link condition of these two IFs
as well as supporting soft-HO. On the other hand, if the RTTABfL reachesRTT _thr, i.e., APl is
congested, and an MN switches to the AP2 directly withoutaving to multi-path mode because multi-
path mode may cause a serious congestion in WLANS. If both uned<RTTs reactRTT_thr, an MN
then investigates the wireless link condition by using tA&Rrame retry ratio of the current active IF.

In a multi-path transmission, to maintain VolIP quality, alNMends duplicate data packets through two
WLAN IFs, hence, the MN needs to switch back to single-pathsin@ssion as soon to prevent unnecessary
network overload. As shown in Fi®?, an algorithm of switching to single-path transmission kgoas
follows. First, an MN measures RTTs of both APs. If eitherlué RTTs is below the&RT'T_thr, the MN
switches to an IF with a smaller RTT. If both RTTs are below RET_thr, the MN then compares
the RTS frame retry ratio of both IFs. Fi@? shows an algorithm for the comparison of the RTS frame
retry ratio obtained from both IFs. If both RTS frame retrtioa of the IFs are equal, the MN continues
multi-path mode. On the other hand, if either of the frameestis below the retry threshold of multi-path
(R_Mthr: 0.4), the MN switches to single-path mode through the IFhwaitsmall retry ratio.

B. Deal with Ping-Pong Effect

If all MNs send probe packets to measure the RTT between MNA&hds proposed in Sec. IV-A, the
MNs may unfortunately detect congestion of the serving AB.(&AP1) at nearly the same time. Then,
all MNs may switch the communication to a neighbor AP (e.d?2hand leave the AP1 simultaneously.
As a result, neighbor AP2’s queue length is drasticallyeased, and then, all MNs detect the congestion
at the AP2 and switch back to the AP1 again. This phenomengisally called ping-pong effect and
leads to degradation of VoIP quality due to fluctuation ofrbAPs queue length.
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Fig. 6. Switching to Single/Multi-Path Transmission
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Fig. 7. Switching to Single-Path Transmission

To avoid the ping-pong effect, we extend the strategy pregas Sec. IV-A. In the extension method,
all MNs first examine their own current transmission rateobefexecuting HO. Fig?? shows an
algorithm of HO based on transmission rate. A WLAN providesudtirnate function that can change the
transmission rate dynamically based on wireless link doordi As mentioned earlier, since an MN with
lower transmission rate occupies more wireless resoutbesMN is liable to lead to congestion of an
AP. Moreover, as MNs with the lowest transmission rate @ibycare far away from the connected AP,
that is, near the edge of its coverage, they have to execuatdoliar as soon as possible to maintain their
communication quality. Therefore, in the proposed schéviis with the lowest transmission rate (6 Mb/s)
first execute HO. Then, if the AP queue length is still highres@erTime_thr (CurrTime— LastTime)
of 2 seconds expires, MNs with the next lowest transmissaba (12 Mb/s) starts to execute HOs. Note
that an MN does not need to know the transmission rate of dfiNs because we assume that every MN
employs this algorithm to deal with the issue of synchratgraof all MNS’ transmission rates.

C. Elimination of Redundant Probe Packets

If every MN measures RTT by using probe packets accordindgv@¢oniethod proposed in Sec. IV-B,
these probe packets may aggravate congestion in a WLAN. fanglie the redundant probe packets,
we also extend the strategy of section IV-B, in which one regméative MN sends a probe packet to the
AP and all MNs including the representative MN measure RTTcapgturing the probe and probe ACK
packets. This method works as follows (see Fig).

Each MN first monitors all packets over a wireless link befsemding a probe packet. If it finds a
probe packet sent by another MN, it cancels sending a probkepand measures RTT by using the
probe packet sent by another MN. As each MN captures the heddd received packets, it can identify
whether a captured packet is a probe packet or not by obgethrenframe length of the ICMP message
(64 bytes).

Furthermore, an MN can also identify whether a probe packdor request (ICMP Request) or for
reply (ICMP Response) by observing the MAC address of the ppalo&et because all MNs connected
to an AP can identify the MAC address of the AP. Therefore hd destination MAC address of the
captured packet is that of the AP, each MN can judge the paketprobe request packet transmitted
from another MN. On the other hand, if tiseurce MAC address is an AP’s one, then each MN judges
the packet as grobe reply packet transmitted from the AP.

In Fig. ??, probeReq_Time and probe Reply_Time are the receiving time of the probe request trans-
mitted from another MN and the probe reply transmitted frdme AP, respectively. As every MN
can identify whether a captured packet is a probe requestrabsepreply, it can calculate the RTT
(probeReq_Time — probe Reply_Time) properly. This method can eliminate the redundant proloiegia
because only one representative MN sends probe packetsllaiiiNg measure the RTT by capturing
existing probe packets over a wireless link.

If an MN that sends probe packets leaves a WLAN, one of the m@ngaMNs needs to start sending
a probe packet in order to measure RTT. Here, we describe howiN obtains the right to send probe
packets. First, all MNs always examine the diffrence betwd last receiving time of a probe packet
(ProbeLastTime) and the current time({urrTime). If the difference is greater thaW ait_Interval
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Fig. 8. HO based on RTS Frame Retry Ratio
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Fig. 9. HO based on Transmission Rate

time (twice probe packet sending intervalilOms x 2), first, MNs with the lowest transmission rate in a
WLAN try to send a probe packet. This is because a probe paeketas the lowest transmission rate
can be captured by almost all MNs in a WLAN due to the use of mobeist modulation that inherently
has a large transmission range. Note that the timing to sgmlze packet among MNs with the same
transmission rate is determined ByaitingTime, which is the random waiting time. That is, an MN with
the smallesiVaitingTime can send a probe packet as the representative MN. Then,af btNs with
the lowest transmission rate captures a probe packet sethelyepresentative MN, they cancel sending
a probe packet.

V. SIMULATION EXPERIMENT

In this section, we show the effectiveness of our proposedsti@egy through simulation experiments
using Qualnet 4.0.17]. We also employ our previous HO stratedd] ps a comparative method. In our
study, we use MOS to assess the VoIP quality.

Fig. ?? and Table?? show a simulation model and parameters, respectively.drsittmulation scenario,
15 MNs are randomly located in a wireless area and move ralydathe speed of 1 m/s in two APS’
coverage area. We then evaluate MOS value of MN and AP queagghleFig. ?? shows results for
comparative and proposed methods, respectively. From7Rigin the comparative method, we can see
that the average of AP queue length is extremely high and MDOEMN does not satisfy the adequate
VoIP quality (MOS>3.6) at all, i.e., Avg. MOS of 1.86. On the other hand, in 8, our new proposed
method can almost maintain adequate VoIP quality (Avg.)3d6@ing the simulation time though including
some degradations. Therefore, since our new proposed thedropromptly and reliably detect not only
the increase of AP queue length but also degradation of egiselink condition, MNs autonomously and
properly execute HO in response to the change in the wireletsgork condition even under the congested
WLAN environment.

VI. CONCLUSION

VOWLANs have many challenges because VoIP is a delay and p&us® sensitive application. In
a congested WLAN, VoIP packets routed to MNs often experiemdarge queuing delay and buffer
overflowed packet loss at the AP buffer. As a result, as Vol&lityutoward MN degrades, an MN and
a CN cannot continue conversation. To maintain VolP qualityirdy HO, we proposed an MN-centric
HO decision strategy estimating AP queue length to detecttmgestion at the AP and exploiting RTS
frame retry of MN to detect the deterioration of wireless ooumication quality due to the movement
of the MN. We first found that AP queue length has a potentiabéove as an HO decision metric.
However, since an MN cannot directly obtain AP queue lengtmfan AP, we employed a probe packet
mechanism in order to estimate AP queue length at the MN Bugiehermore, only the one representative
MN exchanged probe packets with the AP for eliminating théurglant packets as much as possible.
Simulation results showed that our proposed HO strategyatdaanomously and promptly detect the
wireless network condition in WLAN, i.e., wireless link cdtidn and congestion state at APs, thereby
maintaining adequate VolP quality during HOs even underrggested WLAN environment.
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Fig. 10. Calculating RTT from captured probe packet and obtaining tl tagsend probe packets
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Fig. 11. Simulation Model 2
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Fig. 12. Variation of AP queue length and MOS



